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Today’s lecture

• Machine learning background
• Learning and Loss
• Optimization
• Parameterization



Very general take on Machine Learning

• At a high level, this is like the scientific method:
– observe some data
– make some hypotheses (choose model)
– perform experiments (fit and evaluate model)
– (profit!)

• Machine learning focuses on the mathematical 
formulations and computation



Problems with learning a function from data

x

f(x)

Figure 1: How can we learn a function which is capable of generalization – among the many
functions which fit the examples equally well (herem = 7)?

roles in learning theory. We apply the two theoretical bounds to the algorithm
and describe for it the tradeoff – which is key in learning theory and its ap-
plications – between number of examples and complexity of the hypothesis space.
We conclude with several remarks, both with an eye to history and to open
problems for the future.

2 A key algorithm

2.1 The algorithm

How can we fit the “training” set of data Sm = (xi, yi)m
i=1 with a function

f : X → Y – with X a closed subset of IRn and Y ⊂ IR – that generalizes, eg
is predictive? Here is an algorithm which does just that and which is almost
magical for its simplicity and effectiveness:

1. Start with data (xi, yi)m
i=1

2. Choose a symmetric, positive definite functionKx(x′) = K(x, x′), contin-
uous onX×X . A kernelK(t, s) is positive definite if

∑n
i,j=1 cicjK(ti, tj) ≥

0 for any n ∈ IN and choice of t1, ..., tn ∈ X and c1, ..., cn ∈ IR. An exam-
ple of such a Mercer kernel is the Gaussian
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(training) data in red

Problem: predict y=f(x)

Possible f’s shown in blue and green

Need something to limit possibilities!

(possibilities are the hypothesis space)

From Poggio & Smale 2003 



Linear

From Hastie, Tibshirani, Friedman Book

Linear Classifier 15 Nearest Neighbor 1 Nearest Neighbor

K – Number of nearest neighbors

Degrees of freedom

Er
ro
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(training) data in wheat/blue

Problem: predict y=f(x1,x2)>0

Possibilities for f(x1,x2)=0 shown in black



Learning/fitting is a process…

From Raginsky notes 

Estimating the probability that a tossed coin comes up heads… 

The i’th coin toss

Estimator based on n tosses

Estimate is within epsilon

Estimate is not within epsilon

Probability of being bad is inversely proportional to the number of samples…
(the underlying computation is an example of a tail bound)

Computation



Bad news for more dimensions

• Estimating a single variable (e.g. bias of a 
coin) within a couple of percent might take 
~100 samples…

• Estimating a function (e.g. the probability of 
being in class 1) for an n-dimensional binary 
variable requires estimating ~2n variables.  
100x2n can be large.

• In most cases our game will be finding ways to 
restrict the possibilities for the function and to 
focus on the decision boundary (where f(x)=0) 
instead of f(x) itself.



Reading

Maxim Raginksy’s introduction notes for statistical machine learning:
http://maxim.ece.illinois.edu/teaching/fall14/notes/intro.pdf

Poggio & Smale “The mathematics of learning: dealing with data”, Notices of the American 
Mathematical Society, vol. 50, no. 5, pp. 537-544, 2003.
http://cbcl.mit.edu/projects/cbcl/publications/ps/notices-ams2003refs.pdf

Hastie, Tibshirani, Friedman Elements of Statistical Learning (the course textbook)
Chapters 1 and 2
http://statweb.stanford.edu/~tibs/ElemStatLearn/



Various Definitions for Machine Learning

• [Tom Mitchell] Study of algorithms that 
improve their performance, P, at some task, T, 
with experience, E. <P,T,E>

• [Wikipedia] a scientific discipline that explores 
the construction and study of algorithms that 
can learn from data. 

• [Course] Study of how to build/learn functions 
(programs) to predict something.  

Data, Formulations, Computation



1 D Data with labels -1,1

(indicated by color and y-
axis position)

0/1 Loss  and Hinge Loss

(y-axis is loss, 
x-axis is decision 
boundary)



2 D Data with 
labels -1,1 
(indicated by color)

0/1 Loss  and 
Hinge Loss
Indicated by color

y-location is angle 
of decision 
boundary

x-location is 
Offset of decision 
boundary



Quick messages

• 0/1-Loss counts actual errors, no partial credit

• Hinge-Loss is not the same as 0/1 Loss

• Hinge-Loss is greater when farther from correct the 
decision

• 0/1-Loss has discontinuous first derivative

• 0/1-Loss is non-convex, Hinge-Loss is convex (*)

• * This may depend on parameters/parameterization of 
the decision functions.









Sample Error Approximation Error



Identify Sample and Approximation Error in this setting…

From Hastie, Tibshirani, Friedman Book

Linear Classifier 15 Nearest Neighbor 1 Nearest Neighbor

K – Number of nearest neighbors

Degrees of freedom

Er
ro

r

(training) data in wheat/blue

Problem: predict y=f(x1,x2)>0

Possibilities for f(x1,x2)=0 shown in black



Related Reading

Messy code for the 2D loss example in Matlab (link).

Kearns and Vazirani Introduction to Computational Learning Theory pages 1-16 
(link)

Maxim Raginksy’s introduction notes for statistical machine learning:
http://maxim.ece.illinois.edu/teaching/fall14/notes/intro.pdf

Poggio & Smale “The mathematics of learning: dealing with data”, Notices of the American 
Mathematical Society, vol. 50, no. 5, pp. 537-544, 2003.
http://cbcl.mit.edu/projects/cbcl/publications/ps/notices-ams2003refs.pdf

Hastie, Tibshirani, Friedman Elements of Statistical Learning (the course textbook)
Chapters 1 and 2
http://statweb.stanford.edu/~tibs/ElemStatLearn/


